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I. INTRODUCTION

A. Technical Background

Multiplexing is simply the process by which two
or more message waveforms are combined into a single wave-
form for transmission over a single channel. The only
essential requirement for a multiplexing system is that
the receiver must be able to recover all of the message
waveforms from the single received waveform or, in other
words, the multiplexer transformation must be reversible.

The block diagram of Figure 1 is useful for visual-
ization of the multiplexing process. The symbols defined
in the figure will be used throughout this paper. There
are N message channels whose waveforms are denoted by m, (t).
The single waveform out of the multiplexer is f(t).

This waveform is transmitted through a single channel which
here is assumed to include transmitter carrier modulation
and the corresponding receiver carrier dgmodulation. The
received version of fpn(t) is denoted by fp(t) to account
for differences due to noise and distortion caused by
imperfection in the channel. In general the asterisk is
used to denote a receiver estimate of a transmitted quan-
tity. Thus the demultiplexing process is said to produce
outputs ﬁi(t) which should be as close as possible to the
original message waveforms.

There are two conventional methods of multiplexing,
frequency division multiplexing (FDM) and time division
multiplexing (TDM)., These two methods have been used so
predominantly that many people had the impression that they
were the only possible multiplexing methods. However, from
time to time other multiplexing methods were used, and in
1952 Zadeh and Miller wrote a paper demonstrating, in effect,
that there were infinitely many ways of multiplexing sig-
nals in a reversible manner. They showed that multiplexing
systems can be based on any set of orthogonal waveforms,
of which infinite varieties exist. Later a number of
papers were written, each describing a new type of multi-
plexing system and claiming that each of these systems
was superior in some sense to conventional systems. All
of these systems will be discussed in the next chapter, but
here the point is that the publication of these papers
created the requirement for a general analysis:

1. To determine a general model which could des—
cribe all conceivable multiplexing systems, and

2., To determine by use of this model which types
of multiplexing systems are optimum for certain
important channels.
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B. Project Background

It is desirable to include here some of the basic
background information on the project. Included will be
a short description of other publications resulting from
the grant.

Grant NGR-44-005-039 was given by the National
Aeronautics and Space Administration to the University of
Houston on May 17, 1966. The principal investigator was
R.D. Shelton. The grant was in the amount of $51,356 and
was to run for one year. A renewal was received on February
26, 1967 to support the project for a second year with the
amount of $52,458.

The title of the grant was "Advancement of the
General Theory of Multiplexing with Applications to Space
Communications." The grant consisted of three major tasks:
1) development of new methods of signal multiplexing,

2) performance comparison of new multiplexing systems with
conventional systems and 3) application of the best of
these new techniques to the design of a modulation and
multiplexing system for the Apollo Applications Program.

Table 1 lists technical personnel active in per-
forming grant tasks during its first year. In addition to
those listed a full-time secretary and a half-time drafts-
man supported the project. The publications resulting
from these studies are listed in chronological order in
Table 2. Publications in progress in June 1967 are listed
in Table 3.




ga9s--jueib i

< Iouelbind pois-

*STSA
putxoTdTaTnW O3 STeu..
oT3ATeRUY JO UOTIROT [dury

*SUOTIBTNUWTS
Te3ThbTQ ‘®0TAISS buTuweiboid

*WODKWINW
x03 ubtsag wa3sAS  "L96T
yoaey I933e aobeuey 308l0ad

*Sw93sSAsS XNuoylag
Jo A3TTTqISead JO Apnis
‘1 zabeue 3oafoxd juelsIsSsy

*burxsTdT3iTnuw
Jo Apnis TeIdULD L9961
yoiey o3 aabeuen 3o09loiad

we3sAS SUOTIROTUNUMIOD JdVY
I03 butrssedoad Te3iThTQ

" AVY

I0J UOTSSTWSURI} 2INJICTJ

*UOT3BITNSUOD-{IOM
TedTuyosal TI® FO MITASY

{(L96T'T aunp OL)

A40M 40 LDOALdNs

<p

Al

LOdEL0dd
NO
SHLNONW

0Ss

o

300T

3001

3001

3G¢C

3G¢C

HWIL
LNIDIdd

*UOT3BNUTIUOD 03 abed 3xsU
HuTInp 9AT3OR TauuosIad TedTUydd]

JUB3}STSSY
a3enpERIH

JUBR3ISTSSY
a3enpean

Isuwexboxd

Ta3ndwo)d

83eTDOOSSY
yoaeasay

93RTIDOSSY
yoieasay

a0j3ebrisaaul
Tedroutad

10ssajoid
JUR3}STSSY

Iossajoad

I10ssajoxd

dTLIL

‘1 @TdRL

geIuTsm

asuelbing

ueoTsS

I1937d

SWeTTTTM

uo3Tays *a‘y

Iautebaeg *q-°r

STORUOTW *1°d

21AevH °*S°'H

dWIN

‘1q

-.HQ

*1q




Ieak 3sITJ butanp LaT3dE

90TAIXSS butjzTam

SUOT3BTNWIS DbOoTeuy pPoO3SISSY

SUOT3eINUTS boTeuy po31STISSY

WODWIW xXoF dool burtyosjey
I9TIIeD poj3selx pue padoTsaaq

WODWINW I0OJ
uoTssaxdwoo ajep AIFLaWLTI]

suoTjeTnurs boreuy
suoT3eTNWIS boTeuy

WOOWINW x0JF
uotjezTwrildo dool yooTeseyd

T

[4

*juexb jJo

TouuosIad TeOTuyodad (FJO UOTIILNUTIIUOD) *°T BTJRl

%09

%6¢

300T

3001

36¢C

3G¢

%G¢C

%30S

(L96T'T sunp o)

AIOM A0 LOEL4dNS

LOHLOYd
NO
SHLNOW LNHOY Hd

HWTIL

I93TIM
TedTuyosSa]

JUR}STSSY
juspnas

UBRTOTUYDS

URTOTUYDDJ,

JUBR}STSSY
juepnis

JUe3STSSY
juspnas

JURISTISSY
juepNn3s

JUe3STSSY
@3enpeis

dILIL

°PEM °S

TweIeyep *s

I2Uuyosaoag *p

UOH "T°M

I2YITUS "KW

Iouteal °M

uxoqso °*D

Tabel *H"Z°S

HWYN




uo3Tays ‘y°d

*196T 2unp 03 3jueib woil burjTnsay suoTIeOTIINd

rweqeIy¥Y ‘STTITASIUNH
k391005 TEOTINRU
-0X3SY ueOTIBWY 9Y3

JSuoTjexoTdxd
KAxejsuerdasijul pouuen

'z °1qeL

pue 193714 °d Jo untsodwlis [£96T I0J swe3lsAg SUOTIRDTUNWWOD, L96T =2ungp
uo3lTays °*g*¥d STTodeauuli ‘9ousaaj J90urWIOIIDd SwWa3sig
SWeITIIM & -U0) SUOT3IEDTUNUMOD Xx9TdI3TNW JO SUOT3IBTNUWIS
19319 °S TeuoT3jeuIsljul HIAI xe3ndwop Te3TbTA pue boTRUY, L96T aunp
L,Swa3sks burxoTdIITnN
SWURTTIIM L uoT3e3aassIg *d'ud unwtido 3o uor3zejuswatdwr, L96T 2unp
4Swo3sis BUTXSTdIITNNW
uo3l9ys °*a‘y uUOT3e3I8SSTJ *d°Ud umwi3ldo 3o Apnis ¥, L96T Bsunp
. SULIOJ9ARM po3RISUSDH
uo3lT9ays °*g°'y selTed -ATTSsed uo pased SuolsAS
pue SWeTITITM I 00FTAIMS burxeTdr3iTnnW TeRUOHOY3IO, L96T TTady
Iauyosaoag
Joureal °*M
pue uxoqsQ °D
ueoTs °sS
uog °*7I°M sxaded IOTusg aInod L96T TTady
. SUOT3Ed
~Tunwwo) aoeds 103 wa3sis
I93T1d *S STSOYJL °"S°'KW burxeTdr3zTnw umwtido uvy,, L96T {[unp
: LSuelsAg
burxstdraTnWw utr snoo1
asueflbing 7 STIS9UL °S°'W oxayz pue sieubrs o13iTeUy, 9961 "3dss
uoT3e3uUasaId uoT3er3luUasSaAd
aoyany Jo 20e1d 9T3TL Jo ®3ed




tabel *H*'Z°S

UOH "T'M
9314 *S
OH *0°D

TyzedTray *qa'I

9ARDTD UBA V'Y

I9YITWS °¥Y'W

STORYOTW "1°d

"L96T

uoT3elI8SSIQ *g°ud

STSaYL °"S°'W

uoT3elaassTd *d'yd
UOT3e3I9SSTA *d'ud
UOT3e3I8SSTA "Q°Ud

STSaYL "S°'W

STSOUL °*S°W

.U.Q
‘uojzbutyseMm ‘uoojseymy

aunp ul ssaxboad ur suorjzeOTTAnNd

.Sdoor ool Aeiaqg Fo Axosyg,

£SITODITD
UOT3eZTUOIYSUuks I3TIIR),

LW SWS3SAS

suoTjeoTunuwo) 3oedg-daa(

03 uoT3ezTwT3d0 UOTIBTNPON,
wWODWIW 103 butpop,

,Seuusjuy 3jeaxosoeds utes-ybrty,
LW SWO3ISAS XnNWOYy3lI0 UT }[e3ssox)d,
LSuoT3eOTUNW

-WO) UOTSSTW Axejauerdasjul

pauue x0J uoTssaxdwo) ej3eq,

WSUOTSSTW Axejoueld
~-I93UI pauuel I0F swelsAs *A°L,

JWO3ISAS UOTFEOTUNUWWOD
UOTSSTW AxejaueTdasjul pauuel ®©

‘€ °TdeL

896T

896T

896T

896T

896T

896T

896T

sunp

aunp

aunp

sunp

aunp

“qod

‘qad

L96T 240320

uosjeg g STS®YL °*S°'KW I03 burtpop pue ubrssaqg Teubrs, L96T AInp
JSueisAs burxatd

SWeTTITM &L uoT3e3laessTg "3 ud -T3T0W wnwi3ldo Jo uoTjeZTTEdY, L96T ATnpr

uoT3ejuosald

zoy3ny

uoTjejussaid Jo aoeTd

9T3TL 9ATI3E3U,

Jo o3eQ psuueTd



C. Organization of this Report 8

The next chapter provides a review of conventional
multiplexing systems. A review is also made of the liter-
ature on new types of multiplexing systems.

Chapter III is a general study of possible multi-
plexing systems. A model is derived which describes many
interesting types of multiplexing systems. It is shown
that each of the new multiplexing systems described in
the literature fits into this model. The model may be
used to develop a wide variety of new multiplexing systems.
More importantly, it permits a rather general analysis of
multiplexing system optimality.

In Chapter IV a study is made using the model of

Chapter III of the question of which multiplexing system

is best. For a channel which disturbs the signal fp(t) only
by the addition of independent white Gaussian noise, it is
shown that all multiplexing systems of a very large class
perform equally well. Thus the only important criterion

of optimality for such a channel is that of equipment sim-
plicity. This can be shown to depend primarily on the ease
of generating a set of orthonormal waveforms as the impulse
response of a set of linear time-invariant filters. It can
be shown that a second way of achieving hardware simplicity
is to use multiplexing systems based on binary waveforms.
Detailed system analysis and design of these two classes

of multiplexing systems are presented by Williams (1967).

For other channels the type of optimum multiplexing
system can be more objectively determined. For a channel
which band-limits (in frequency) the signal f(t), it is
shown that a multiplexing system based on prolate spheroidal
signals is optimum. In any case ordinary frequency divi-
sion multiplexing is shown in Chapter V to perform almost
as well and is much more practical to implement.

For a channel which has a peak signal amplitude
limitation, binary waveforms are shown to be optimum. Thus
the selection of optimum systems becomes a problem of coding
theory.

When the channel imposes a combination of constraints,
the question of multiplexing optimality is much more compli-
cated. It is necessary to be fairly specific about the con-
straints in order to arrive at the optimum system. 1In the
final section of the Chapter IV an important example is
worked out.

In Chapter V performance comparisons are made between
the optimum multiplexing systems derived in Chapter IV
and the conventional systems presently used for such channels.




II. REVIEW OF MULTIPLEXING SYSTEMS

A. Introduction

The purpose of this chapter is twofold. First a
review will be make of conventional multiplexing systems.
Detailed performance calculations will not be made, as they
are readily available in the literature. A review will
also be made of the papers which propose new multiplexing
systems. The discussion is limited to multiplexing systems
which use a single channel. Systems which exploit multiple
waveform transmission capabilities of certain physical
channels, such as use of two polarization senses on a radio
link for two message channels, are not considered.

There are two conventional kinds of multiplexing,
frequency division multiplexing (FDM) and time division
rultiplexing (TDM). There is no book devoted to a study
of multiplexing systems although several books, Black
(1953), Nichols and Rauch (1956), Stiltz (1961), and
Downing (1964) contain a chapter or two on conventional
multiplexing systems. Most of these textbook treatments
are based primarily on a single paper by Landon (1948),
although the more recent books contain additional topics
based on more modern papers.

B. Frequency Division Multiplexing

A general block diagram of a frequency division
multiplexing system is presented in Figure 2. As usual,
any carrier modulation and demodulation is included in the
channel block. The messages modulate a set of sinusoidal
subcarriers. Any type of modulation method may be used.
The frequencies of the subcarriers are chosen so that,
even after modulation, the spectra do not overlap when
the modulator outputs are summed. Therefore, the indi-
vidual spectrum resulting from modulation of a subcarrier
by a specific message waveforms can be recovered by
frequency filtering. Demodulation of the subcarrier then
recovers the message waveform.

The most common classification scheme for frequency
division multiplexing systems is based on the type of
subcarrier and carrier modulation. If the subcarriers
are amplitude modulated and the carrier is frequency
modulated, the multiplexing system is called an AM/FM
system. Since there are about five common analog modu-
lation methods, there are twenty-five combinations. So-
called double multiplexing systems are sometimes used,
where one or more of the message waveforms is the output
of an FDM (or TDM) multiplexing system. Thus, one finds
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11

combinations like PM/AM/FM, which would result if the
message waveforms at the input of the previous example

were actually a sum of phase modulated sub-carriers.

The book by Nichols and Rauch (1956) contains tabulations
of the noise performance of many of the possible combin-
nations. In the same book there are also some elementary
calculations of the crosstalk between message waveforms

due to channel imperfections. Other sources for noise

and crosstalk performance of FDM are Bennett et al (1955),
Florman and Tary (1960), and Nicholas (1954). The problem-
of maximization of peak-to-average ratios for optimum
noise performance is considered by Anderson et al (1961),
Brock and McCarty (1955) and is summarized by Downing (1964).
These are the key sources for theoretical results on FDM
systems. There are many papers available on design and
test of specific systems. A good source for such hardware
considerations is the bibliography by Filipowsky and
Bickford (1965).
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C. Time Division Multiplexing

A general block diagram of a time division multi-
plexing system is presented in Figure 3. The basic prin-
ciple of operation of the system is time sharing of the
channel by the message channels. This is shown schema-
tically by the rotary switch or commutator in the figure.
The block following the commutator represents any process-
ing that is done on the sample pulses before they are
sent to the channel (or carrier modulator) for transmission.
The basic output of the commutator is a sequence of samples
of the message channels containing the sample values as the
amplitudes of the sample pulses. If a sample pulse is
simply shaped by the sample processor for improved band-
width performance, the system is called a pulse amplitude
modulation system (PAM). However, the information
contained in the sample amplitude may be modulated onto a
pulse in any other way as long as the basic principle of
time separation of the samples is maintained. Thus the
sample processor may modulate the width or duration of a
pulse with the sample value (PWM or PDM). Pulse frequency
modulation is used for single channel systems but is not
used for TDM systems because it violates the principle of
non-lapping time slots for the sample values. However,
pulse position modulation(PPM) can be used for TDM systems
since the position of the pulses can be restricted so that
no two pulses can ever overlap. The most advanced form of
sample processing is called pulse code modulation(PCM).

In this system the sample values are converted into a binary
number , by conversion of the voltage amplitude into its
binary equivalent, for instance. The binary number is

then used to alternate the polarity of a sequence of

pulses, all of which are confined to the time slot allocated
to the single sample value.

The receiver must demodulate the received pulses to
recover the original sample amplitudes. These sample
amplitudes are directed to message channel outputs by
another commutator (or decommutator) which must be in time
synchronism with the transmitted commutator. The original
message waveforms can be recovered by proper interpolation,
if the sampling rate is high enough.

Time division multiplexing systems are also clas-
sified according to the type of modulation of the basic wave-
form, which is a pulse instead of the sinusoid used for
FDM. If phase modulation is the carrier modulation process,
some possible systems are PAM/PM, PDM/PM PDM/PM, and PCM/PM.
Crosstalk in TDM systems usually occurs because of limited
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bandwidth or phase distortion in the channel, although
nonlinearities can cause crosstalk as well. The book by
Nichols and Rauch (1956) also contains tabulations of the
noise and corsstalk performance of most of the common

TDM systems. Another good source is the early paper by
Bennet (1941). More recent papers are those by Marcatili
(1961) and Moskowitz et al (1950). Another good text for
TDM is Rowe (1965).

D. Other Multiplexing Systems

Time and frequency multiplexing systems are not the
only methods possible for combination of several message
waveforms into a single function of time for transmission
over a single channel. 1In 1951 Marchand and Holloway pro-
posed a systematic method for development of other types
of multiplexing systems by the use of general orthogonal
functions. This method arose because it was observed that
separability of the message channels in time and fregquency
multiplexing at the receiver was based on the orthogonality
of nonoverlapping time pulses and sine waves of different
frequencies respectively. Since many other functions have
the property of orthogonality, it became clear that many
other types of multiplexing systems were possible. A
paper by Zadeh and Miller (1952) and another paper by
Marchand (1953) represent the next contributions to the
speculations about such system possibilities.

The first detailed system design and development
of multiplexing systems based on other orthogonal functions
was made by Ballard in a series of papers (1962a), (1962b),
(1962c) and (1963). 1In the first of these papers the word
"orthomux" was coined to describe multiplexing systems
in which the message waveforms are linearly multiplied by
the orthogonal functions in the transmitter and are recov-
ered by correlation in the receiver. The general block
diagram of an orthomux transmitter and receiver is shown
in Figure 4 . The orthogonal waveforms are normalized
so that:

T
éon(t)om(t)dt = 3

where 8py is the Kronecker delta, which is one when the
subscripts are the same and zero otherwise.

nm
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The output of the multiplex system is the waveform:

N
£ () =_Zlmi(t)0i(t) te (0,T)
1= .
It is necessary to assume that the orthogonality interval
(0,T) is short enough so that the message waveforms can vary
little during the interval, otherwise the terms in the series
would no longer be orthogonal to one another. At the end of
the interval the orthogonal waveforms are repeated, so
that a continuous sequence of messages is sent. It is con-
venient to then redefine the time origin so that the next
interval is also written (0,T). The received waveform is
also fp(t) if the channel is perfect. The jth message
waveform can then be recovered by multiplying the received
waveform by Oj(t) and integrating over the orthogonality
interval:

T T N N T
éoj(t)fm(t)dt = éOj(tizlmi(t)Oi(t)dt = izlmiéoj(t)oi(t)dt = mj (t)

The assumption that mj(t) is essentially constant over the
orthogonality interval was used in removing it from under
the integral sign. It is seen the orthomux system is
sucessful in recovering the original message waveform,

as long as the receiver is in time synchronization with the
transmitter.

Double sideband modulation FDM and pulse amplitude
modulation TDM are members of the orthomux class because
the message waveform are multiplied by orthogonal sinusoids
and time pulses respectively in these systems. Other FDM
and TDM systems are essentially orthomux systems except that
instead of modulating the basic orthogonal function by mul-
tiplication, some other form of modulation is used which
does not disturb the orthogonality of the 0,(t). Such sys-
tems are called "non-multiplicative orthomux systems" in
this dissertation.

Many sets of orthogonal functions are available for
use in an orthomux system. Ballard has designed systems
using Legendre polynomials and orthogonal binary (Rademacher)
functions. Karp and Higuchi (1963) analyzed modified Her-
mite polynomials. Judge (1962) analyzed another set of
binary functions. Many other interesting functions are
known.The publication of these papers led to the questions
of which of the possible orthomux systems was optimum for
specific channels and how superior was its performance to
conventional systems.
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Although the orthomux model is capable of producing
an infinite variety of new multiplexing systems, it is not
capable of describing all possible multiplexing systems.

A simple multiplexing system for which no orthomux model can
be derived is called amplitude division multiplexing or ADM.
In this system the amplitude of a single waveform is deter-
mined by the value of all the input messages. An example
would be a system in which the messages on two binary inputs
determine one of four possible constant output voltages. It
is clear the input messages can be recovered from the out-
put level so that a valid multiplexing system exists.

Another multiplexing system for which no orthomux
system can be derived is described by Titsworth (1963).
The existence of these multiplexing systems which do not
fit into the framework of the orthomux model raises another
guestion: Does there exist a model which will describe all
conceivalbe multiplexing systems? It would be very desirable
if such a model could be found as it would allow a very
general optimization to be made multiplexing systems.
These questions are considered in the following chapter.



18
IIT. GENERALIZED MULTIPLEXING SYSTEMS

A. Background

The purpose of this chapter is to attempt to develop
a model which will describe all possbhile multiplexing systems.
The most general diagram of a multiplexing system is that
shown in Figure 1. One classification for such systems is
based on the type of detection process used. Although other
possibilities exist, in practice only two types of detectors
are used. The first will be called a point or memoryless
detector. It bases its decision of which of the input mes-
sages,was transmitted on a single sample of the received wave-
form fm( ). The gecond type of detector bases its decision
on the values of ; (t) over an interval of time; consequently
it will be called an interval detector. This second type of
detector is much more important because it has superior
noise performance.

The superiority of interval detectors leads to the
consideration of multiplexing systems which are transforma-
tions between a vector of input numbers.

m(nT) = [ml(nT), m, (nT), """, mN(an} , n=0,%1,+2°"°"",

and a waveform fm(t) defined for an interval from t = nT
tot=(n+ 1)T.

T [ﬁ(nTﬂ = fn (t) for te(nT, (n+l)T)

Such a v1ewp01nt is strictly correct if the input messages
are binary (or M-ary) waveforms that have the same bit
intervals. It is also essentially correct if the input
messages are continuously varying (analog) waveforms that
are bandlimited. At the present time, however, it will be
helpful to visualize the input message waveforms as each
having an infinite number of levels, and all of them having
changing levels (if they change) at multiples of T seconds
from the time origin. For each of the intervals a vector

f (nT) represents the input messages, and the multiplexer
produces a single waveform f_ (t). A mult1plex1ng system
could easily be constructed which would "mix-up" the inter-
vals. That is, the waveform f (t) in one interval could
depend on messages in other intervals. This case will not
be considered here. It is said that the remaining class

of multiplexing systems are real-time systems.

It is clear that the only essential requirement for
the multiplexing process to be reversible is that different
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input message vectors must lead to different waveforms fp(t).

iy # hy => fml(t) for all te(0,T) (1)

Therefore if the ith channel has k; different levels (or
messages) then the total number of different messages is:

N
K = I ki

” i

i=1
and K different waveforms f;(t) are required. The following
derivation leads to a block dlagram model for the multi-
plexing system described in general terms above. The
derivation is similar to that used by Wozencraft and Jacobs
(1965) for the single channel case. First, however, a
primitive model of a multiplexing system will be described.

It is easy to see that one model which will describe
any such multiplexing system is that shown in Figure 5.
When the input message vector is mj, the vector transfor-
mation produces an output of one for cjand zero for all the
other coefficients:

E[m] =c. = (551, 850, 853, -vv 8530 (2)
This model is of sofie value for v1suallzatlon of the multi-
plexing process. Using it one may deduce an optimum receiver
structure consisting of a bank of K correlators, with the
decision of which message vector to announce being based on
the correlator with the greatest output. This model has the
decision of which message vector to announce being based on
the correlator with the greatest output. This model has the
disadvantage in that the number of waveform generators grows
very rapidly with the number of channels. Also nothing in
general can be said further about the properties of the
message waveforms f(t). In terms of a vector space analogy,
this model produces a great number (K) of vectors (waveforms)

to represent the input message vectors. However, it should
be possible to simplify the model by projecting these vectors
(waveforms) onto a set of orthonormal vectors (waveforms)
with the minimum number of dimensions much smaller than K.
This derivation results in a much more useful model.

1

The result of the derivation will be the model
shown in Figure 6 . This model will be called the general-
ized orthomux system since it consists of an ordinary orthomux
system preceded by the vector transformation M.The O0n(t)
are a set of J different functions defined on (0,T). If the
K different messages are denoted by m; with i=1,2,...K, then
M is a one- to-one transformation between an 1nput vector m
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Figure
5 . Primi
mitive m
ode
1 for a general mult
iplexin
g system
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and a coefficient vector with J components.
> > > _
M(m) = a = (ajy, @12, aj3...255) (3)
>

w @) = (4)
The relationship between the size of J and the size of K
will be determined later in this chapter. It is shown there
that J will be at most equal to K. The model implies that
the output waveform for the ith message can be written:
J
<, <
fmj () j;laijoj(t) for 0=t=T. (5)

The implications of this model for multiplexing system
analysis and synthesis will be discussed in the next sec-
tions. The derivation will be made first. The derivation
amounts to a proof by use of the Gram-Schmidt orthogonali-
zation procedure that any set of output waveforms can be
expressed by Equation (5).

B. Derivation of Generalized Orthomux Model

Any input message vector may be picked at a starting
point. It will be seen that this arbitrariness will cause
the representation of Figure 6 to be not unique. This first
message vector will be denoted m,. The corresponding output
waveform is fp.(t). The first ofthonormal function is set
equal to fml(t}, normalized by its energy.

£ (t) < <
0,(t) = M , for 0-t-T. (6)
Eo
Where E is defined by:
T
Eg = [ £..2(t)dt = a (7)
o = 0 mj 11
.The vector ;1 is ( VE5, 0,0, “770).

Next a second message vector is chosen arbitrarily and
denoted by ™, with its corresponding output waveform fmz(t)-

An attempt is made to project fmz(t) onto the previous
orthonormal function:

T
azy = [fm,(t) Oy (t) dt, (8)

and an auxiliary function x1(t) is defined to account for
the differences between f, (t) and its projection on the
2

07 (t) function.
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xq(t) = £, _(t) - (t). (9)
If x7(t) 1s not ze%o for af} %o in the interval (0,T), then
a new orthonormal function 03 (t) must be defined at this
point. In order for:

2

fmz(t) = jzlazjoj(t) = ap101 (t) + a0, (t), (10)
it is necessary that:

app0, (t) = x5 (t). (11)
Therefore,

o, (1) = X1, (12)

Ep
where E; is the energy of xl(t):
T T
2 - - 2
By [m?(w)at - g%mz(t) a0y (0)] 2at (13)

once by (t) has been determined, a,;, is simply the projection
of fmz(t) onto this function:

T
agy = ffmz(t)oz(t)dt (14)

which completes the determ1nat1on of the quantities reguired
for a two-way message system, al, a2, 04 (t) and Oz(t)

In general the same porcedure 1s used for all the
message vectors up to the Kth message vector. If J-1
orthonormal functions were necessary to express the previous,
(K-1) th, output waveform, then:

T
agy = é fmj(t)oj(t)dt for j=1,2,...K-1 (15)

determines all but one of the required coefficients. The
auxiliary function is defined:
J=-1 :
X (£) = £ (£) - ] 2y, §(8). (16)
i=1
If X, (t) is not equal to zero at all times in the interval
(o,T it is necessary to introduce another orthonormal
function Oj(t):

04 (t) = Xp (t) (17)

233
05(t) = k&) (18)
"Ex
where T
Ex = X 2(t)dt, (19)

0
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and T

ajy = é fmk(t)oj(t)dt. (20)
Therefore all the message waveforms up to the last can be
expressed by Equation (5)and the model of Figure 6 will
hold for any of the hypothesized multiplexing systems.
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C. Reguired Number of Orthonormal Signal Sources in
Model

In the derivation of the proceding section it was
shown that all of the output waveforms can be written as
an orthonormal expansion:

J
fmi(t) —jzl aijoj(t) for i=1,2,...K. (21)
In this section the required number J of orthonormal signal
sources will be determined.

At each step of the orthogonalization process either
one new orthonormal function is required or none. Thus
the maximum value of J is K. It will be assumed that at
the ith step, f.(t) is linearly dependent on the previous
i-1 functions fp (t). By the definition of linear depen-
dence this implies that there exists a set of constants
bp such that:

i=1

fmi(t) = p;lbpfmp(t). (22)
The previous functions have been expanded in terms of the
orthonormal functions:

J'
£ (£) =] ag.0.(t) (23)
Mo j£1 P33

where J' is simply the number of orthonormal functions re-
quired for expansion of £ (t) . Therefore, by substitution
of Equation(23) into Equatish(22)

igl %' iEl g'
f_.(t) = b a. =02 (t) boa _.0:(t). (24)
mi It I T S)e pi1 51 P73

- Then the auxiliary function for this trial is:

i = b.a ;0. (t) - a_.0.(t) (25)
p=1 §=1 P P17 521 pJ17]
%' igl
= O (t) b.a.. - a;- (26)
j=1 J p=l P P) 1]
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the term in the brackets is zero because:

l:l l-l T
] bpapy = ! by éfm (t) 05 (t)dt (27)
p=1 p=1
T e Tos (B €, (&)
= [os(t) b f. (t)= [04 C(t)=ajy  (28)
é ) p£1 P Mp (I) ] ! +

Therefore the auxiliary function X; is identically equal
to zero and no new orthonormal function need be introduced
for expansion of fmi(t)°

By induction it is clear that the number of orthonormal
functions required for expansion of the K different wave-
forms f,(t) is equal to the number of these waveforms that
are linearly independent.
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D. Significance of the Model for Analysis of
Multiplexing Systems

Since all multiplexing systems of a very wide class
can be described by the generalized orthomux model, it may
be used for analysis of an unknown multiplexing system.
This might permit reception of otherwise secure transmissions.
The application of the model to the general analysis of
multiplexing system optimality is more important. This topic
will be the subject of the next chapter. However, it will
first be shown below that both of the reported multiplex
systems which do not fit into the orthomux model do fit into
the generalized orthomux model.

1. Amplitude Division Multiplexing

The generalized orthomux model for the amplitude
division multiplexing system descrived in Chapter II can be
easily derived. An example system is defined in Figure 7.
One of the four output levels is transmitted during the
interval (0,T). The system has a finite number (two) of
message channels, and each of the messages changes (if they
change)at multiples of T seconds from thé time origin.

Thus all the requirements are met for development of a
generalized orthomux model for the system.

Application of the Gram-Schmidt orthogonalization
procedure to the set of four different voltage levels used
for fn(t) reveals that only one orthonormal waveform is
necessary to represent all the possible f(t) waveforms,
and that the coefficients required are those listed in
Figure 7 . This is a somewhat degenerate case, of course.
However, it is certainly the simplest example possible for
demonstration of how the generalized orthomux model works.

2. A Boolean Function Multiplexed System

Titsworth (1963) describes a Boolean function
multiplexing system that has a number of attractive features.
From the block diagram of the system used for implementation
of this system it is difficult to see how it could be
described by the generalized orthomux model. However, the
system has a finite number of channels, each with a finite
number of messages and each of the input messages changes
(if they change) at multiples of T seconds from the time
origin. Thus all of the requirements are met for develop-
ment of a generalized orthomux model for the system.

A simple example is chosen to demonstrate how such
a model can be developed. The system to be analyzed is
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Figure 7 . An example of an amplitude division multiplexing
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shown in Figure 8. There are binary inputs. The first
input is added modulo-2 (the exclusive-or function) to a
sequence of binary digits called a , using Titsworths's
notation. The second input likewise controls a second
sequence called a . Titsworth shows that if a (1) and
a (2) are orthogonal, zero crosstalk appears at the output
of the demultiplexer. Thus_in the figure, orthogonal wave-
forms are specified for a (1) ana al2) . Note that the
exclusive-or combination simply means that the sequence a
is sent if m=0 and a-complement is sent if m=1. Titsworth
also shows that the optimum logic function is strict
majority logic. That is, the output fn(t) is one if there
are more ones than zeros at the inputs, and zero if there
are fewer.

Titsworth's requirement that a (1) and a (3) be
"orthogonal"” means that the exclusive-or combination

® a(J)

should have an equal number of logical ones and zeros in
the sequence representing the code word, where the logic
levels are *1 volts. Equal ones and zeros then means

that the integrator output is 0 volts for unlike sequences.
Thus the "orthogonality" required by the Boolean function
system is indeed the same as conventional definitions of
orthogonality.

L (1)

The generalized orthomux model for this system will
now be developed by use of Gram-Schmidt procedure. The
notation (-1,1,1,1) will represent a waveform that is -1
volts over the interval from t=0 to t=4 and is +1 volts
from t=T/4 to t=T, and so forth. Thus

T(m} = T (0,00} = fn (8) = (-1,1,1,1),
T{m,} = T {(0,1)} = fm)(t) = (1,-1,1,1),
T(h3) = T ((1,00) = fpy(£) = (1,1,-1,1),
Ty} = T {(1,1)}) = fg,(t) = (1,1,1,-1).

The first orthonormal function is defined as:

fm, (£)
04 (t) = 1 _
1 —— (-1,1,1,1) (=1

/= v Ve Vo Vo

+l,+l,+l)

/Eg“—

The second waveform is orthogonal to the first, and a new
orthonormal basis waveform is required for its representation.
Indeed, it is obvious that this is true for all the waveforms
so that: 1
op(t) = (e 1,1,
/T /T /T /T
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02(t) = (i'i'i_’_l__)
N e

1 1 -1 1
03(t) = bmyrVva /T
0g(t) = (L L1 =1

YT VT VT /T
The transformation M is defined by the table below:

My omp  mp  ail  ajp  ai3 34
m 0 0 1 0 0o 0
my, 0 1 0 1 o o
my 1 0 0 0 1 0
m 1 1 0 0 0 1

Again it is found that this multiplexing system is a special
case of the gneralized orthomux system. Here each of the
fmi(t) waveforms is orthogonal to the others.
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E. Significance of the Model for Synthesis of
Multiplexing Systems '

By use of the generalized orthomux model an infinity
of new multipexing systems can be derived. Not only are
there infinite varieties of orthonormal waveforms for bases,
but an infinity of M transformations are available as well.
A short example is presented in this section to demonstrate
the ease by which new multiplexing systems may be designed
by use of the model.

The example system is shown in Figure 9 . The
transformation M is defined by the table in part b) of
the figure or the equations below:

aj1 = M1 ® ma.
ajp = my,

where the special symbol in the first equation represents
the exclusive-or operation. The table reveals that the
transformation is one-to-one. In fact, the inverse trans-
formation ﬁ—l is given by:

m = aj;) ® 332,
m2 = aizo

This transformation is required in the receiver.

Any pair of orthonormal signals can be used to
complete the system, of course. A specific pair is shown
in Figure 9 for an example. A sequence of all possible
input message vectors in succession produces the output wave
shown in part d) of the figure. This waveform demonstrates
that the fundamental requirement for a multiplexing system
is met. That is, each different message vector produces a
different output waveform.
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CHAPTER IV

OPTIMUM MULTIPLEXING SYSTEMS

In this chapter an attempt is made to determine optimum
multiplexing systems for various types of channels. The general-
ized orthomux model developed in Chapter III is used as a mathema-
tical representation of the general multiplexing system. The
cases of independent additive white Gaussian noise channel, a
bandlimiting channel, a peak signal limiting channel, and a chan-
nel with a combination of constraints are considered. The block
diagram of such a system is shown in Fiqure 10 .

The Additive Noise Channel

This channel model covers a fairly wide range of actual
communications systems. No carrier modulation and demodulation
processes are included so that the model can be used directly
only for baseband transmission or for systems where the effect of
carrier modulation is included by suitable definition of the
orthonormal waveforms O, (t). However, as long as the carrier
modulation and demodulation processes introduce negligible distor-

tion in the transmission of fp(t), this model yields useful results

except that it does not allow a study of the effects of frequency
and amplitude-limiting in the carrier modulation process. These
are discussed later in this chapter.

The additive noise is usually statistically independent of
the signal, and the statistics of the noise are frequently assumed
to be Gaussian with zero mean, It is further assumed that the
noise is white, that is, its spectral density, K, is constant over
all frequencies of interest. This, too, is generally valid except
when a carrier demodulation process (such as frequency modulation)
introduces some complicated spectral density. The probability

density function is determined for the output of an orthomux system,

because it effectively summarizes the performance of the system
for the additive noise channel.

The transmitted signal is:
N :
falt) = ] mj(t)oj(t). (29)
i=1

Although the calculations are made for an orthomux system, it is

clear that simply replacing the mj (t) weighting factors by aj4 would
yvield correspondlng results for a generalized orthomux system|, The

received signal is:

Fa(t) = £,(t) + n(t). (30)
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The output of the JtD channel is

* Tg 1
my(t) = o/ m(t)05(t)dt (31)

Substitution and expansion yields:

T
mj(£) = mj(t) + REICCIULE (32)

The output probability density function can be obtained from
this equation. First, however it is instructive to calculate the
mean and variance of the output. Since the mean of the noise is
zero, it is apparent that the mean of the last term is zero so that:

T
E[ﬁj(t)] = E[mj(t)] + Ef fn(t)Oj(t)dt] = E[mj(t)] (33)
' o

The mean square value of the output is given by:

*2 T 2
Emf(t)] = El{my(t) + [n()0j(t)at}’) (34)
o]
The result is:
2 2 T T
Em$(t)] = EMmS(e)] + [ [R_(x-t)0;(t)0;(x)dtdx (35)
3 3 oo P 3 3

where Rp(x) is the autocorrelation function of the noise. For
white noise of density K:

Ry (x=-t) = K §(x=-t). (36)
Evaluation of the integral in Equation (35) yields:
Enf ()] = Bmi(e)) + K (37)

The probability density function of the output can be deter-
mined from the equation:

T
my (k) = my(t) + Interojwae (38)
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Since any linear transformation of a Gaussian random process yields
Gaussian statistics, the probability density function of the out-
put must be Gaussian with the mean and mean square values previously
calculated, 1If mj(t) is assumed to be a constant, Cys the result
is:

1 (x=-Cj) 2
p(x) = BrssXp - —21—(1— (39)

The performance is completely independent of the type of
orthonormal waveforms used, and thus all such orthomux systems
perform equally well for this channel. As mentioned earlier these
results are strictly valid for an orthomux system. However es-
sentiallyv the same results apply to the generalized orthomux sys-
tem if the role of mj(t) is replaced by the coefficient ajj. The
receiver estimates 51j of these coefficients also have the Gaussian
probability density function with the same mean and variances as
previously calculated. Thus the calculated density function ef-
fectively summarizes the performance of a generalized orthomux
system as well. However, a generalized orthomux system differs in
that a single error in reception of a coefficient will in general
cause an error in more than one message output.

The above discussion shows that the orthomux system has the
desirable propertv of minimizing interaction or crosstalk between
channels. That is, if an error is made in the reception of single
aji, the orthomux system transforms this error into an error in
oniy one of the output message channel, whereas the generalized
orthomux system would in general have an error in more than one of
the output messages because of the characteristics of the M and M-1
transformations. Since the noise variance is the same for each of
the coefficients, aj+, the dependence of output message on a single
aij is desirable. However, the probabilitv of error is also a
function of the mean value of ajijy, and it is not altogether clear
that a properly chosen transformation M might lead to an improved
performance of all the channels in a system. That is, a trade-off
might be possible between crosstalk and the average rate of errors
for all the channels.

The theoretical background for this study is available in
linear algebra theory (Wozencraft and Jacobs, 1965). It appears
that the optimum M transformation for combating additive noise is
the one that maximizes the vector distance between the different
transmitted message waveforms. Thus, coefficients which lead to
simplex codes should be chosen, although orthogonal output message
waveforms fn(t) would have essentially the same performance if the
number of different messages is large.

For a given M transformation the conclusion that all general-
ized orthomux systems have the same noise performance implies that
the only important factor in selection of the orthonormal waveforms
is ease of implementation. This point is considered in detail by
Williams (1967),but it is worth mentioning here the approaches used.
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There are two basic approaches to achievement of equipment
simplicity. The first is to select orthonormal waveforms that oc-
cur naturally as the impulse response of simple linear, time-
invariant circuits. Thus, the convolution operation can be used
to avoid multipliers in the transmitter. The same approach can
sometimes be used to avoid multipliers in the receiver,

The second approach is to use binary waveforms and digital

circuitry. With suitable logic level definitions gates can replace
multipliers in both transmitter and receiver.,

The Bandlimiting Channel

All practical channels are limited in the bandwidth they can
transmit, Signals are also characterized by the bandwidth they oc-
cupy in the frequency domain. Signal bandwidth can occasionally be
reduced by the removal of redundant information at the source. This
problem of "source coding" or "data compression" is a very active
area of research in communications at present. However, here the
message channels will be characterized by a fixed bandwidth B, which
is assumed to be the same for each of the N message channels.

Two approaches are possible to the problem of determining the
effects of channel bandwidth constraints on the design of multi-
plexing systems., First an arbitrary set of orthonormal basis wave-
forms may be selected, and the crosstalk determined for a channel
which limits the bandwidth of the transmitted waveform. The second
is to search for waveforms which have minimum bandwidth. The second
approach leads to more specific answers and is the one taken here.
Williams (1967) investigates the effect of various kinds of band-
limiting on some of the orthonormal waveforms that are interesting
from an implementation viewpoint.

1., Bandwidth Required for a Noiseless Channel

It is reasonable to suppose that the minimum bandwidth required
to transmit N independent message channels, each bandlimited to B
Hertz, is NB, However this is not the case if absolutely noise-free
channel performance is assumed, In fact it will be shown below that
a channel bandwidth of B Hertz will suffice, regardless of the size
of N, and that if coding of the individual channels is permitted,
the transmission bandwidth may be made arbitrarily small. As N in-
creases, however, the waveforms representing different messages
have increasingly large peak power to average power ratios and be-
come more alike so that increasing resolution is required in the
receiver. Noise sets an ultimate limit to this resolution and must
be considered in some way if meaningful results are to be obtained.
Thus, it is more useful to consider simultaneously the constraints
of bandlimitation and noise. By considering the noisefree band-
limiting channel first, insight is gained into the interaction of
the two channel limitations.
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If each message channel is ideally bandlimited to B Hertz, the
Nyquist sampling theorem states that samples taken at a rate of 2B
samples per second will permit exact reconstruction of the original
message waveforms. Therefore the sequence of 2B samples per second
contains exactly the same information as the original waveform. Now
it will be assumed that there are a finite number of possible mes-
sages for each message channel, Even if the message waveforms have
a continuous range of possible levels, this assumption can be justi-
fied by observation of the fact that any practical communication
system need transmit message levels to within some tolerance limit.

Since each message has only a finite number of significant
levels, the samples from each message channel can be coded into a
sequence of binary numbers, with only a finite number of binary
digits being required. The binary numbers from all the channels
can be combined (by placing them one after another for instance).
This binary number can be used as the weight for a waveform used to
transmit the entire set of messages. For example if the number is
100,000,000 for a three channel system with each channel having
eight or fewer messages, the peak voltage of the waveform could be
set at 28 microvolts,

The basic waveform can be chosen to occupy a minimum bandwidth.
A time function (sine 27Bt)/t may be repeated every 1/2B seconds
without interference between pulses if the detection is based on
sampling the waveform a multiples of 1/2B from the time origin.
This is because all but one of the train of pulses is zero at the
sampling time. Not only is this set of pulses desirable because of
the possibility of zero crosstalk for point detection, but it is
optimum in the sense of minimum bandwidth since that its spectrum
is flat and entirely contained in a bandwidth of B Hertz.

Thus a construction has been made for a multiplexing system
which will transmit N message channels each of bandwidth B in a
total bandwidth of B Hertz. The system is entirely feasible as long
as the channel is indeed noiseless. Equipment complexity is reason-
able if the number of message channels and their possible levels are
small.

In the derivation above it has been assumed that the individual
channels were sampled at the Nyquist rate and that the system merely
coded the set of samples from all the message channels into a single
waveform. It is possible to reduce the transmission bandwidth still
further by coding the outputs of the message channels., For instance
if n of the samples of each message channel are transformed into a
single binary number then the transmission bandwidth can be reduced
by the same coding scheme to B/n. Thus the transmission bandwidth
can be made arbitrarily small by this coding procedure, at the ex-
pense of increased peak to average power ratio and/or increased
signal resolution difficulties at the receiver.

The coding schemes discussed above are feasible only for a
very small number of channels each with a very small number of possible
messages. However the results are interesting because it is not
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| obvious that coding may be used to reduce transmission bandwidth to
an arbitrarily small value. Most coding procedures are used for
other purposes and have a side effect of increasing bandwidth.

The answer that NB Hertz is the minimum bandwidth for trans-
| mission of N channels of bandwidth B is so intuitively appealing that
| it is desirable to investigate the channel assumptions necessary to
| arrive at this answer. One set of reasonable assumptions which will
lead to this answer is the following:

a) Suppose the system is an orthomux system so that
interaction between channels is minimized, as was
detailed in the previous section. Therefore,

N
fm(t) = ] my(t)oy(t)
n=1

b) Since each of the message channels is ideally band-
limited to Hertz it is necessary that T = 1/2B.

c) There is a theorem by Landau and Pollack (1962) which
allows a bound on the number of orthonormal waveforms
On(t) possible in an interval of T seconds. The
criterion of bandlimiting is somewhat unusual and will
lead to a slightly different bound than the NB de-
sired, but it will be clear that the transmission
bandwidth must be essentially W = NB., The theorem
states that the number of orthogonal waveforms that
are zero outside of an interval of T seconds is
(conservatively) over bounded by:

N S (2.4)TW

where W is the bandwidth defined such that none of
the orthogonal waveforms has more than 1/12 of its
enerqgv outside the interval:

-W S f S AW,

From these assumptions and the theorem above the transmission
bandwidth W is:

W 2 (0.835)NB,

and a slightly different criterion of bandlimiting could easily lead
to a bound of exactly NB,
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For other reasonable criteria of bandllmltlnq slightly
different results will be obtained, but it is clear that W will be
always bounded by kNB where k is approxlmately one. It is easy to
see that FDM with single sideband modulation of the subcarriers
and super FDM both achieve essentially the minimum bandwidth of NB,
Thus, there appears to be very little to be gained in bandwidth
conservation by the use of other orthogonal waveforms as basis. It
is possible that some other orthonormal waveforms will have essentially
the same bandwidth and will be superior in some other respect such as
peak to average power ratio or ease of 1mplementat10n. In a search
for such candidates it is natural to examine the waveforms which
achieve minimum bandwidth according to various criteria of band-
limiting. ’

Slepian and Pollak (1961) show that the prolate spheroidal
wave functions achieve a maximization of the fraction of energy re-
maining in a fixed bandwidth for a function which is strictly limited
to T seconds in the time domain., Curves of these functions are pre-
sented by Slepfan et al.(1961), but in general they are very similar
to (sine x)/x functions in appearance. These orthonormal waveforms
are rather undesirable from the ease of implementation viewpoint, but
their overall performance parameters are compared to conventional FDM
systems in the next chapter.

The Peak Limiting Channel

Because most carrier modulation and demodulation processes
have a peak modulation signal limitation, it is necessary to inves-
tigate which set of orthonormal basis waveforms are optimum for this
channel. Before making this study, however, it is desirable to show
why carrier modulators have this modulation signal constraint, since
this is not widely realized except for amplitude modulation.

For the various amplitude modulation systems (AM,SSB,DSB,
vestigial sideband, etc.) the peak power that must be produced by
the transmitter power amplifier is determined by the peak input
modulation signal. Such power amplifiers are limited in the amount
of peak output power they can produce without damage to themselves
or related equipment. This is a well known limitation for amplitude
modulation systems, but similar limitations exist for frequency and
phase modulation as well,.

For frequency modulation the radio frequency bandwidth re-
quired is as much a function of the peak modulation voltage as it is
a function of the modulation frequency. Indeed the simplest estimate
for bandwidth for an FM system is:

B = 2(Q + wp)

where wp is the highest frequency component of the modulation signal,
and Q is the peak frequency deviation, which is proportional to the
peak modulation voltage. Thus the limitation on radio frequency
bandwidth implies a limitation on the peak modulation signal.
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The phase modulation systems that are currently in use
employ synchronous demodulation in the receiver. That is, the
product is formed between the phase modulated carrier and a coherent
local oscillator:

cos{uwct + #(£)} sin wct

which after suitable filtering vyields a signal vproportional to sin
g(t). In order for this sine function to be a one-to-one transfor-
mation of the input phase, the peak magnitude of the modulation

must be limited to less than 90 degrees. Indeed, if the system is
to be linear, the modulation must be restricted to much less than 90
degrees so that the approximation:

sin g(t) =~ g(t),

may be made.

Thus, each of the common analog modulation systems has a
peak modulation signal limitation. On the other hand it is well
known that the output signal to noise ratio is proportional to the
average power in the modulation signal. Appendix A demonstrates
this fact for the general multiplexing svstem., Therefore, in any
signal waveform design problem it is important to pick waveforms
that have a minimum peak to root-mean-~square value. Eaquivalently
one can minimize the peak power to average power ratio.

In the general multiplexing system model used here the
carrier modulation and demodulation processes are included in the
channel, Two approaches are possible in investigatina the compli-
cations caused by this channel constraint., The first is to determine
which waveforms have optimum peak-to-average power ratio. Such a
set of waveforms will produce the maximum output signal-to-noise
ratio for a channel that has a peak modulation signal constraint.

The second approach is to determine the effect of peak clipping on
waveforms that are attractive from the point of view of other con-
straints, such as easy implementation or small bandwidth. Conven-
tional multiplexing systems are designed on such a basis. One
calculates the probability of a peak level being exceeded and de-
signs the system so that this happens a certain small fraction of
the time. In fact amplitude clippers are often employed to ensure
that the modulation signal does not exceed the maximum allowed level.

The first approach leads to a tractable problem, and a set
of optional waveforms is easy to determine. The following section
is concerned with this approach. The second approach is analvtically
very difficult because of the non-linear transformations required.
Computer simulations, on the other hand, give immediate results for
such clipping. Some analytical results and more extensive simulation
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results conclude this chapter,

1. optimal waveforms for minimum peak-to-average power

It is clear that the minimum peak-to-average power ratio
for any waveform is one. This fact is almost self-evident, but a
mathematical demonstration will serve to provide insight. If fp(t)
is a voltage, the peak power is:
_ s2 40
Pp = 7 ‘ (40)
where the numerator is the maximum value of f%(t) on the interval

(0,T) and the denominator is the resistance level at the point where
the voltage appears. The average power is:

T
= 1 2 41
Pa = &7 Of fo(t)dt (41)

By an elementary theorem of calculus:

T2
[fo(t)at < s27 (42)
o

Therefore
Pp/Pa 2 1. (43)

Furthermore the maximum ratio of one holds only when_the equal sign
holds in Equation 43 ). This occurs only when £2(t) attains its
maximum value of S< at every point in the interval (S,T):

£2(t) = 82 te(0,T) (44)

Therefore the optimum signal for a peak amplitude constraint is a
binary signal with zero average value:

£,(t) = #S  te(0,T) (45)

The sets of output waveforms satisfving Equation ( 45 )
may be divided into classes called synchronous and asynchronous. The
term asynchronous is used to denote binary waveforms that may have
transitions at any point in the interval (0,T). An example is the
so-called random telegranh signal. Synchronous binarv waveforms have
zero crossing that always occur in response to a master clock in the
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system. That is, possible transitions are always at the same instants
for all f.(t) waveforms, and these possible transition times are at
integral mbltiples of some fraction of the interval T:

to‘-‘-’z
n

Only synchronous waveforms will be considered here because the theory
of their performance is well developed, and they are so much easier
to implement that asychronous waveforms have apparently never been
used in multiplexing systems,

If the output waveforms are restricted to the synchronous case,
the problem becomes one of coding. Since all binary waveforms of
zero average value are optimal for the peak limiting channel, it is
necessary now to consider the other performance criteria of noise
performance and bandwidth requirements, There are three major
types of block codes suitable for use in a generalized orthomux sys-
tem, They are the simplex, orthogonal, and bi-orthogonal codes.
Simplex codes have the best noise performance, but they are only
slightly superior to orthogonal codes if the number of possible out-
put waveforms is large. Orthogonal codes are binary waveforms that
are all orthogonal to one another in the same sense that any func-
tions are orthogonal,

The distinction between these codes is best explained in terms
of a vector space representation of the possible waveforms. Each
possible fj,(t) waveform is called a code word. Each code word is
divided into n binary bits that are either +S or -S in amplitude.
Thus the code words can be plotted in n dimensional space. Simplex
codes are optimal in the sense that the distance between all the code
words is as large as possible. Orthogonal codes have code words
arranged so that they are orthogonal in a vector sense., Bi-orthogonal
codes are formed from a given orthogonal code by use of the negative
waveforms of all the code words in the orthogonal code. Thus, bi-
orthogonal codes have twice as many possible code words for a given
number of dimensions, which implies that they require half the band-
width of orthogonal codes at the expense of twice as much signal
power for a given error probability. Implementation of a bi-ortho-
gonal code requires approximately half as much eaquipment as an
orthogonal code,

The performance of these codes is compared to conventional
FDM and TDM in the next chapter,.

A Channel With a Combination of Constraints

Although it is necessary to be somewhat specific about the type
of channel when it has more than one constraint, it has been possible
to determine a parameter which permits study of system optimization
for the most important channels. It was initially clear that such a
parameter must include simultaneously the peak-to-average power
ratio characteristics and bandwidth of the waveform fp(t), since one
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of these quantities could always be improved at the expense of the
other. It was decided to investigate the most commonly used chan-
nels to determine if such a parameter for the waveform fp(t) could
be determined which would maximize the overall system performance
in some meaningful sense.

The block labeled channel in the previous analysis most com-
monly includes some type of carrier modulation process in order to
transfer the spectrum of fp(t) to a hiqher frequency for transmission
over some physical channel, such as a wire line or radio link, Also
included is a carrier demodulator which transfers the spectrum back
to low frequencies to recover fy(t) at the receiver. The carrier
modulator almost always has a limitation on the peak amplitude of
fn(t), as previously explained. In the physical channel between
the carrier modulator and demodulator the most commonly assumed
channel imperfection is that of additive white noise. Carrier modu-
lation methods are compared on the basis of the output signal to
noise ratio, and formulas are available for these ratios for the five
common carrier modulation methods, in Downing (1964) for instance:

s, _ A% f2(t)

(@) am = Bf,No

s _ A2 £2(t)

(¥) pse = Bt No

s, _ AZ f(t)

(ﬁ)sse ‘Tﬁ'me' o

s A% 92 f%(t) band)
(ﬁ)pM = ZBmeo (narrow ban

3a2 £2 £2(t)

() e =
NJFM 283 N,

The one-sided noise spectral density is N_, AL is the peak unmodulated
carrier amplitude, Bf, is the bandwidth o% the modulation signal, ©

is the peak phase deviation for the narrowband phase modulation, and
fp is the peak frequency deviation for the frequency modulation case.

By use of a little algebra, the signal to noise ratios for
amplitude modulation, double sideband suppressed carrier modulation,
and narrow band phase modulation can be shown to be inversely pro-
portional to the product of the bandwidth B¢ and the peak to average
power ratio Pf, of the modulation signal fm(g).
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ZNO (g) - 1l = 1
AZ%I%(‘L'.) N" AM Bf P fm I'fm

Mo (S .1 _ 1
A2fZ(t) N DSE Bf Pen  Tfn

2Ng sy _ _1 _ 1
2pZ82(¢) N'PM BgPe g

A
For channels with a peak limitation the peak modulation f_(t) is
fixed and thus to maximize the output signal to noise ratio the
product of bandwidth and peak to average power ratio should be
minimized. This product is denoted by capital gamma. It has ap-
parently not been considered previously in waveform optimization.
For wide band frequency modulation the transmission bandwidth is
approximately 2¢ £ (t), thus for a fixed bandwidth allocation it is
reasonable to D maximize:

2N, 1 1

382 £3 fA(t)  Pg BY  Tg Bfy

so that for wide band FM the bandwidth B must be weighted more
heavily in the output signal to noise raETo minimization. For nar-
row band FM the output signal to noise ratio is proportional to:

1 BRf )2

_(_._..__1

me 2Bfm

where Bp is the allocated transmission bandwidth. For wide band PM
and singEe sideband the results depend on higher order properties of
the modulation signal and cannot in general be written in terms of
only the bandwidth and peak to average power ratio of f(t).

It would have been more satisfying if the output signal to
noise ratio had turned out to be maximized by optimization of a
single parameter of the multiplexing system output waveform. 1In
three of the most widely used carrier modulation methods, AM, DSB,
and narrow band PM, this result is obtained. 1In wideband FM the
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parameter to be optimized is very similar: it differs only in the
weighting of the bandwidth. 1In general the conclusion may be made
that for many important channels the optimum multiplexing system
is the one that has minimum bandwidth times peak to average power
ratio product, Tg .

Before seeking the optimum multiplexing system for this
criterion, it is desirable to derive some bounds on the minimum
¢ that can be expected. It is possible to do so, but the general
bollnds turn out to be rather loose or conservative. Research con-
tinues on improvement of these bounds, so that the best orthomux
systems can be shown to be more nearly optimum.

The bandwidth was previously constrained by:
Bf, 2 0.833NBp.

The peak to average power ratio was previously shown to be constrained
by:

Pfm 21

This constraint is true for anv waveform, of course. It might be
expected that it can be tightened for orthomux systems, but the
most general bound is:

Bf,Pfm = 1 * (0.833NBy) = T,

For multiplicative orthomux systems:

N
fa(t) = ] my(t)0,(t)
n=1
A A N~ A A A 1
fm(t) 2 m(t) § |Op(t) ] 2 m(t) |Op(t) | 2 m(t) —.
n=1 /T
Therefore:
pfm=f(t)=2§1'
£4(t)

and:

v

0.833Fp. = Ty
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This last bound is very loose but it shows that for a multiplicative
orthomux svstem the value of gamma must be proportional to py. The
existance of both the T'y and I'g bounds leads one to believe that T
must be bounded by some constant times NIy, because p, can be in-
creased so that the I'y bound is greater and then I'f must increase
linearly with p and the corresponding statement can be made about
N. However, m Ttlpllcatlon of the Ty and T'o bounds leads only to:

In one important case it is possible to show tHat the bound increases
linearly with N and I',. This is the case for which the peak of fp(t)
is determined by the peak of a single orthonormal function as in
multiplicative TDM systems:

N

£2(t) = A2(t) 62(t) 2 A2(t) N

where the orthonormal waveform has been confined to T/N seconds. Thus:

Pf 2 Pm.

m
and:

re, 2 0.833 NIy = Ty,

One final bound will now be derived which will be useful for
systems for which it is possible for all the orthonormal waveforms
to have their peaks at the same time,

N
£A(t) = m(t) zllon(t)| 2 m(t) N|op(t) |mIN
n=
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CHAPTER V

PERFORMANCE COMPARISONS AND CONCLUSIONS

Performance Comparisons

The performance comparison between the various multiplexing
systems are very efficiently made by use of Table 4. The top three
lines are the most important bounds. The next group includes com-
mon FDM svstems. Following the corresponding TDM systems are two
of the orthomux systems that are attractive from the viewpoint of
equipment simplicity. Actually the last TDM system, PCM TDM, is
representative of systems that have optimum peak-to-average power
ratio. The first column is an estimate of the required transmission
bandwidth., For many systems, the bandwidth can be only estimated
according to some natural criterion, since the spectrum of a time
limited signal extends over all frequencies. The next column is
the peak~to-average power ratio of the composite f,(t). The worst
case peak value is taken even though this may occur rarely. The
third column is the product of bandwidth and peak-to-average power
ratio, which was shown in Chapter IV to be a meaningful way to com-
pare the performance of systems for many channels. The fourth column
is the ratio of the value of gamma for the system to the general
bound derived in Chapter IV. An optimum system would have a ratio
of one, and the fact that the ratios for all the systems considered
are much greater lead one to believe that the general bound is not
the tightest one that could be derived. The other bounds in the
table are the additive bound I'j for those multiplicative orthomux
systems for which it is possible for all the orthonormal waveforms
to add at the same time to produce a peak, and the single function
bound I'; for those multiplicative orthomux systems for which the peak
is determined by the peak of a single orthonormal function. These
bounds, when used for comparison with the appropriate systems in the
fifth column, yield very informative results.

For a channel which disturbs the f,(t) only by the addition of
independent, white Gaussian noise, the binary orthomux and the real
exponential orthomux systems seem to be optimum from the viewpoint
of the hardware simplicity criterion. The table demonstrates that
the real exponential set produces a rather inferior multiplexing
system from the standpoint of bandwidth and peak-to-average power
ratio. The binary orthomux system is much more attractive from
these standpoints. For the band-limiting channel, the prolate spheroida
waveforms lead to an optimum system. These waveforms achieve the mi-
nimum possible bandwidth, as has previously been discussed. However,
it is very difficult to evaluate their other performance parameters,
such as peak-to-average power ratio because these cannot be expressed
in terms of elementary functions and can only be tabulated. They do
not appear to be feasible for use in a practical multiplexing system
because FDM systems, which are simply to build and analyze, achieve
essentially the same bandwidth, The table shows that ideal FDM is
a very high performance system from the peak-to-average viewpoint as
well, For a channel which limits the peak amplitude of the composite
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fm(t),coded systems such as the PCM TDM system shown in the table are
optimum. For a channel with a combination of constraints it is
difficult to say in general which system is optimum. In view of the
difficulty in calculating the peak value of a sum of arbitrary or-
thonormal waveforms, the only feasible approach is to derive bounds
for the gamma parameter, and then to compare the gammas of various
systems to this bound. Then if a system can be found which comes
close enough for all practical purposes, the problem is solved.
Unfortunately the general bound previously derived is so conservative
that it has not been possible to find a system which comes close to it.
The two specialized bounds shown in the table are very useful how-
ever. They show that the binary orthomux svstem is about as good
as can be obtained in a system in which it is possible for all the
orthonormal signals to add in phase to produce a peak. Likewise PAM
TDM with square pulses is seen to be a fairly good system when com-
pared to the bound for systems which have a peak determined by a
single orthonormal signal.

Conclusions

A general model has been derived to describe all possible
multiplexing systems except those for which the messages determine
the value of the output in a non-real-time manner. In addition to
its use in analysis, the model was shown to be capable of generating
many new types of multiplexing systems. One very interesting multi-
plexing system thus derived is “super FDM" which used both sine and
cosine waves of the same frequency as subcarriers. This system can
be shown to have a low peak-to-average power ratio and to achieve
essentially the minimum possible bandwidth.

The multiplexing system model allows a study of optimalitv of
multiplexing systems for various channels., In case of a channel
with additive independent white A Gaussian noise, all orthogonal
waveforms lead to equal performance. Thus, the subjective criterion
of the ease of implementation becomes the only important standard
of comparison. The system based on the real exponential set and
the binary orthomux system are probably as simple to implement as can
be achieved. For a bandlimiting channel a bound was derived on the
minimum bandwidth that can be achieved with a multiplexing system.
Prolate spheriodal waveforms achieve this bound, but have a number
of other features that make them unattractive for multiplexing ap-
plications. Ideal FDM and SSB FDM achieve almost as small a band-
width and are superior to prolate spheroidal waveforms in several
other respects. Binary waveforms were shown to be optimum for a
peak limiting channel. Once these waveforms have been selected for
this channel, it remains only to select the type of code to be used.
Simplex codes are optimum but orthogonal codes are essentially as
good if the number of possible waveforms is large.

. It is difficult to determine which multiplexing system is
optimum for a channel with a combination of constraints. A dif-
ferent approach was taken here to yield a realistic standard of com-
parison for many practical communications channels. For a channel
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in which double sideband, amplitude, or narrowband phase modulation
is used for carrier modulation, it was shown that the overall output
signal-to-noise ratio was maximized if a parameter F'enm was minimized,
This parameter is the product of the peak-to-average power and the
bandwidth of fp(t). Various bounds were derived for this parameter
which permit comparison of a given multiplexing system's performance
to ideal performance.

Research is now underway to apply these results to the design
of a deep-space communication system.
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ABSTRACT

One of the limiting factors in the design of a space mission
is the performance of the communications system available to sup-
port the mission. This report examines the expected state of the
art in spacecraft-to-ground communications for the period from 1970
to 1975 in order to determine the communications system performance
for possible manned interplanetary exploration missions. This was
accomplished by first studying in detail the hardware capabilities
for the period of interest in order to determine the hardware per-
formance that can be expected from equipment at this time.

A system (patterned after the Unified S-band communications
system which is currently being used for Apollo) was designed,
using the predicted equipment performance. The system was then
optimized to yield the maximum possible information transfer rate
with positive performance margin. An all-digital system was then
designed, using coherent phase shift keying (PSK) and again op-
timized to yield maximum information transfer., It was then de-
termined that the all-digital PSK system gives a considerable
theoretical advantage over the optimum Unified S-band system.



I. Introduction

Upon completion of the Apollo Program numerous manned space
programs seem equally attractive; among them manned orbital labora-
tories, Lunar exploration programs, and manned missions to our
nearest planetary neighbors, Mars and Venus. From a communications
point of view however, the most interesting and challenging of
these are the manned interplanetary missions. Although it is
presently impossible to pinpoint the exact time for these missions,
it appears that such a mission could take place in the mid 1970's
which would require a completed communications system design by
approximately 1973, Based upon experience gained from Apollo there
would be as a minimum a requirement for continuous ranging, track-
ing, telemetry and voice communications with the spacecraft to
planetary distances, 100(10)% nautical miles. This report is pri-
marily concerned with determining the characteristics of equipment
available to support such a mission, the performance of an optimum
conventional modulation system to meet the communications require-
ments using this equipment, and the advantages to be gained by using
a theoretically optimum communications system, i.e. an all digital
phase shift keyed system,

II. Equipment Capabilities

Studies of predicted equipment capabilities in 1973 were
made. The results are summarized in Table 1 where a comparison
with the performance of present day equipment is presented. These
estimates are considered to be very conservative. In all instances
the estimates are based on conventional devices which exist at the
present time and merely represent extensions of the present state
of the art. It is hoped and expected that several breakthroughs in
techniques would make certain unconventional devices available at
the time of the mission; however, it is not feasible to consider
them in a communications system design.

The frequency chosen was in the vicinity of 2,2 GHz, which
is the frequency presently used for the primary spacecraft-to-
ground communications links. It has been shown (Grimm, 1959) that
the 1 to 3 GHz range is the optimum radio frequency for operation
of "external-noise-~limited" ground based receiving systems. This
is because the sum of the two main sources of noise, cosmic noise
and noise due to an absorbing atmosphere, exhibits a minimum in
this range. 1In addition Easterling and Goldstein (1965) have shown
that there are no "deleterious effects on communications with or
tracking of a spacecraft" at Martian distances, using frequencies in
this range. Finally, since a tremendous investment in time and
money has been made to develop equipment for the Apollo Program to
operate at these frequencies, it seems unlikely (discounting a
breakthrough in optical communications) that the present fregquencies
would be discarded.
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The primary limitation on spacecraft transmitter power is
dictated by transmitter weight, volume, and input power. S-band
amplitrons suitable for spacecraft applications with output powers
up to 200 watts have been developed by the Raytheon Corpnoration.
These units have a weight, volume, and input power within that
allowable for the manned interplanetary spacecraft (North Aviation
Report No. SID 64-1-3, 1964), Extension beyond this output power
does not appear feasible at this time, within the reliability con-
straints present for such a long mission.

There appears to be no limit on the amount of power that can
be used on the Earth-to-spacecraft link. The value of 400 kw was
chosen, based upon data published in Jet Propulsion Laboratory
Report No. 32-501, August 20, 1963.

A parabolic antenna with a gain of 60 db at S-band is pres-
ently available, although it will not be used for the Apollo lunar
landing program, A spacecraft antenna with a gain of 28.6 db is
presently under development. Reports indicate (North American
Aviation Report No. SID 65-761-3A, 1965) that the same design could
be improved to give a gain of 38 db by 1970.

It can be shown that the effective noise temperature of a
receiving system is given by:

T

+
T Tsky/L + T

-1
eq r (1 f) (1)

line

where T, is the receiver equivalent noise temperature, Tgk, is the
equivalent noise temperature of the antenna and sky, T1ine is the
equivalent noise temperature of the radio frequency line, and L the
radio frequency line loss factor. At S-band Tgk, is approximately
equal to 6°K (Grimm, 1959). The 60 db parabolic” antenna has a noise
temperature of approximately 15°K (Filipowsky and Muehldorf, 1965).
Traveling wave masers suitable for use in ground receiving stations
have been developed with noise temperatures as low as 3.5°K (Tabor
and Sibilia, 1963). For the above values and a radio frequency

line loss factor of 1.0l1, the approximate value in present receiving
stations Equation (1) yields Teq = 27°K.

Jet Propulsion Laboratorv Report No. 32-501, indicates that
the use of a parametric amplifier as a spacecraft receiver is en-
tirely feasible, Such a receiver would have a total effective
system noise temperature of 150°K,

IIT. Optimization of a Conventional Multiplexing System

A, Optimization Criteria

The performance of a single communications link is usually
evaluated in terms of the range equation, which expressed in




TABLE 1
PREDICTED SYSTEM CHARACTERISTICS

Spacecraft to Earth

Present
Frequency 2.2 GHz
Transmitter Power 20 watts
Transmitter Antenna Gain 28.6 db
Receiver Antenna Gain 52 db
Receiver System Temp. 270°K

Earth to Spacecraft

Present
Frequency 2.2GHz
Transmitter Power 10 kw
Transmitter Antenna Gain 52 db
Receiver Antenna Gain 28.6 db

Receiver System Temp. 4600°K

1973
2.2GHz
200 watts
38 db

60 db

27°K

1973
2,2GHz
400 kw
60 db
38 db

150°K



decibel notation is:

S/N = Py + Gy - 10 log,, (KBT)

M ¥ Ou
-20 logyq £ -20 log;y R + 37.8 (2)

where Py = Transmitted power
Gy = Transmitting antenna gain

Gr = Receiving antenna gain

K = Boltzman's constant

B = System bandwidth

T = Effective system noise temperature
R = Range in nautical miles

f = Frequency in MHz

This figure is then compared with S/N required for satisfactory
performance to obtain a quantity commonly referred to as per-
formance margin M, where

Consider the Multiplex link shown in Fiqure 1. The range
equation can be applied to this link by considering the multiplexing
process as a scheme which allots certain fractions of the available
power to each channel. This division of the available power can be
taken into account of in Equation (2) by the addition of 10 logj P,
where P is the fraction of power allocated to each channel. The
resulting signal-to-noise ratio can then be calculated for each chan-
nel of the system and compared with the required signal-to-noise
ratio to obtain the margin for each channel,

The equations for each channel can then be grouped together

to form the following system of equations which completely charac-
terize the system.

A - By + 10 logyg P1 -(S/N)Rgq1 = M1 (4)
A - B2 4+ 10 loglo P2 -(S/N)PEQZ = M2

A = Bn + 10 logyq Pp = (S/N)ppo = My
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where A = Sum of losses and gains common to all channels

jor]
]

n = Sum of losses and gains common to the nth channel
P, = Fraction of energy in the nth channel

(S/N) ggon = Required signal-to-noise ratio in the nth
channel

M, = Performance margin of the nth channel.

The common gains and losses would be quantities such as trans-
mitted power, transmitter antenna gain, and receiver antenna gain.
The B functions would include quantities such as equivalent noise
bandwidths, information rates, and improvement due to modulation.

The optimization criterion chosen for the system of equations
should be that the variables By and P, are chosen so that the set
of Mp's are all positive and that the minimum M, is as large as pos-
sible for the most extreme conditions.

B. Signal Design

An analysis of various conventional modulation and multiplex-
ing techniques indicated that the most attractive approach is to
use a unified carrier system where the telemetry and voice channels
are modulated on sine wave subcarriers which are then narrow band
phase modulated on a carrier along with the ranging information.
With this type of system the optimization reduces to finding the
optimum division of power as determined by the modulation indices
and the maximum telemetry bit rate,

The receiving equipment currently used by NASA are listed

in Table 2 with the input signal-to-noise ratio, (S/N), required
for satisfactory operation and the equivalent noise bandwidth. The
signal performance margin was calculated based on the values of
Table 2 for an unmodulated carrier transmitted from the ground to
the spacecraft, the up-link, and from the spacecraft to the ground,
the down-link, using the range equation. These calculations are
tabulated in Table 3 and indicate that the spacecraft-to-ground
link was the weaker of the two by a factor of 25 db, primarily be-
cause of the available power of 400 kw and 400 watts at the ground
and spacecraft respectively., Since the losses of the up-link and
down-1link information channels are about the same, an-optimum wave-
form for the down-link was selected and then used for the up-link.

A system block diagram of a ground station receiving is shown
in Figure 2. A narrow-band phase lock loop is used as a carrier
tracking loop to derive a coherent reference signal which is then
used to synchronously demodulate the information channels. Bandpass




TABLE 2

PERFORMANCE OF NASA RECEIVING EQUIPMENT

NASA Document No. MH01-13001-414, 1965
Grecund Station
Function (S/N)RFQ Equivalent
) Bandwidth
Carrier Tracking 12 db 700 Hz
PCM TM Detector 9 db 150 KHz
60 KHz
6 KHz
FM Voice Detector 10 db 20 KHz
Ranging Receiver 32 db 1 Hz
Spacecraft
runction (S/N)RFQ Egquivalent
) Randwidth
Carrier Tracking 12 db 320 Hz
Conmand Detector 10 db 20 KHz
Voice Detector 10 éb 20 KHz
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filters are then used to separate the sub-carriers prior to detec-
tion.

It can be shown that the effective signal to noise ratio at
points a, b, ¢, and d of Figure 2 can be approximated by

a2 392 (87) Jg? (82) cos?Bg (5)
(S/N)a = c 0 2KTBa 0 2
(S/N)p = 2e=J0 él%gb 02 (B2) sin28g

2 2 2 2
(S/N) g = Ac<s J1 (Ell)acJO (B2) cos<Bg

2
(S/N) g = Ag2 quég%%d J12(By) cos2Bg

where A_. is the carrier amplitude, 80, 81, B2 are the modulation
indices of the ranging voice and telemetry channels, K is Boltzman's
constant, T is the effective system noise temperature, and B,, Bp,
Bo, Bg are the equivalent noise bandwidths at points a, b, ¢, and

d respectively,

These relationships were used to develop the system of

equations described previously. The computed parameters of the
equations are listed in Table 4., The equations are

35 + 10 logyg %[cos Bgdg(B1)Tg(82)12 =

|
>
o
o
S

45 + 10 logyg X[sin BoJg(By)Jg(B3) 12

"
>
H

22 + 10 logjyq klcos BOJl(Bl)JO(Bz)]Z = A,
=Bppm + 56 + 10 loglo k[cos BoJo(Bl)Jl(Bz)]z = A3

The variables are the modulation indices (Bgs» By 82), and the tele-
metry equivalent noise bandwidth (Bqy) which de%ermlnes the infor-
mation rate,

An additional constraint on the system of equations is that
the sum of the modulation indices must be less than 2.4, because
the type of carrier tracking loop used in this system will not
function properly with a peak phase deviation greater than the
first zero of the zero order Bessel function (Gardner and Kent, 1966).

A computer program was written in the MAD language for the
IBM7094 to optimize the general system of equations. The form of
the P, and the values of A and By are left as inputs to be specified
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TABLE 4

SYSTEM PARAMETERS FOR ALL CHANNELS

Units db Source

All Channels

(1) Received Signal Power -140 Table 3
(2) Noise Spectral Density _-215 Table 3
(3) a ) 75 (1)-(2)

Carrier Tracking Loop
700 Hz 28 Table 2
12 Table 2

Bandwidth = B
(S/N)

2
REQUIRED
75—28—12—1010g10P1=M1

Ranging Channel
Bandwidth = B2 0 1 Table 2
(S/N) 32 Table 2

REQUIRED
75-0-32-1010g, ,P,=M

2

Voice Channel

Bandwidth = B3 20kc 43 Table 2
(S/N)REQUIRED ) 10 Table 2
75—-43—10—lOlogloP3=M3
Telemetry Channgl
Bandwidth = B4 Table 2
(S/N)REQUIRED 19 Table 2

75-B-19-1010g, (Py=M,
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at the time of execution. BAn abbreviated flow chart of the pro-
gram applied to this specific system is shown in Figure 3. The
program is used to select the optimum values of the modulation
index and the maximum information rate and to calculate the per-
formance of the channels. The results of the computer program

are presented in Table 5. They indicate that all channels have
positive performance margins, although based upon present re-
quirements for the Apollo program the telemetry rate is too low

to support the transmission of both scientific and operational data.

TABLE 5

CHARACTERISTICS OF THE OPTIMUM SPACECRAFT TO GROUND LINKS

Function Modulation Index Performance Margin db
Carrier -—— 23.0
Ranging 0.6 11.1

Telemetry at
16 Kilobits
per second 1.7 0.1

Voice 0.1 10,4

The same signal design, transmitter and receiver configura-
tion can be used for the up-link, as this is the stronger of the
two and will function satisfactorily if the down-link functions
satisfactorily.

IV. An All Digital Spacecraft to Ground Link

For a channel which is peak power limited but not bandwidth
limited, the proven optimum means of communications is simplex
signaling. For the binary case this theoretical optimum is most
nearly approached in practical systems by phase shift keying (PSK)
with coherent demodulation and matched filter detection.

For the above PSK system the probability of bit error as a
function of received power and the noise spectral density of the
receiver is given by

Peb = %(1 - erfV/ST/2n) (7)
where
Received signal power in watts

n
nn

Bit length in sec
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n = Spectral density of the input noise in watts/cps
and erf is the so-called error function.

erf x =ig' e~Y2/2 dy (8)

O

The quantity Peb is plotted in Figure 4 versus ST/2n,

For most data transmission applications the minimum accep-
table bit error rate is

PP = 10-3 (9)
It can be seen from Figure 4 that this corresponds to
ST/2n = 6.8 db (10)

Furthermore Table 3 gives
S/2n = -140 - (-215) = 75 db (11)
for the spacecraft-to-ground communications link operating at

interplanetary distances. It follows that the theoretical maximum
data rate, R = T for this system is

R 68.2 db (12)

6.61 (10)® BPS

The maximum data rate for the optimum conventional system of

Chapter III would be 16(10)3BPS for the telemetry plus the voice
which could be digitized to form a 1,.2(10)3BPS bit stream (Filli-
powsky and Meuhldorf, 1965). This would indicate a superiority of
375:1 for the digital system over the conventional system, when both
figures ignore the contribution of the PRN ranging code, which is
neither clearly understood nor discussed in the literature.

Two major problems must be solved before full advantage can
be taken of this high theoretical data rate. First a method must
be developed so that all the information can be combined into a
single digital waveform in such a way that the spacecraft transponder
does not have to process the pseudo-random ranging code. Second a
means of obtaining a highly stable coherent reference must be ob-

tained. Only the second of these two problems will be discussed
here.
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A commonly used method for providing synchronization, in most
PSK systems, is to transmit a discrete synchronization signal, Such
a technique is often described as auxiliary channel synchronization.

In peak power limited systems, auxiliary channel synchroniza-
tion decreases the amount of energy available for transmission.
For example one commonly used technique is to transmit

S(t) = cos(wet + Bm(t)) (13)
where o<B <
or S(t) = cosB cosu .t - m(t) sinf sinwct

From Equation (13) it can be seen that cos?B of the available energy
is used to generate a spectral component at we which can be tracked
by a phase lock loop to provide a coherent reference. The energy

in the auxiliary channel is obviously provided at the expense of
energy in the information channel. The division of energy between
the two channels is shown in Figure 5. Therefore the desirability

to put as much energy in the information channel as possible is in
conflict with the requirement to make B as small as possible in order
to provide adequate synchronization.

It has also been shown (Lindsey, 1965) that in auxiliary sys-
tems the auxiliary signal is often disturbed by the channel in a
manner that is different from that of the information signal thus
adversely effecting the performance.

As a result of the above it appears that a scheme which al-
lows one to derive a reference from the information itself would
be useful., One such scheme is the "carrier hatching loop," which
is shown in Figure 6. The name comes from the fact that the band-
pass filter is realized by use of a phase lock loop.

If as before:

s = A cosfwct + m(t) ;] (14)
then:

2 _ A2 | A2
st = + cos 2uwat
2 7z ¢

If the band pass filter is centered at 2w, then its output can

be divided in frequency by two and used as a reference signal. The
key to the performance of this technique is the signal to noise
performance of the loop. The output signal to noise ratio can be
shown to be ‘

%3 2

(S/N) gue = . (15)
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where wBP is the radian bandwidth of the filter. For a typical
value for a phase locked tracking filter S/2n = 75 db and
wp = 2n(700) (Bunce, 1965), the output signal-to-noise ratio
is 69 db. This signal-to-noise ratio would be adequate to
derive a coherent reference with negligible phase error.

In addition to providing a coherent reference for the
demodulation of the data the reference can also be used to
coherently demodulate the angle tracking information. This
utilization obviates the need for transmitting a wasteful refer-
ence for angle tracking as is presently done in many applica-
tions.

A functional block diagram of the ground receiver for the
PSK system is shown in Figure 7.

V. Conclusions

While it is too early to predict exactly what communica-
tions systems will be used for the manned interplanetary missions,
it appears that the all-digital PSK system is worthy of consider-
ations. The system displays considerable theoretical advantage
over the present unified S-band system, is capable of inte-
gration into the MSFN, and its few remaining unresolved probklems
are presently under intense study by many orgianizations.



WELSAS ONIAIIDEY AdNAOCHD ¥Sd ¥

o L @anbtd
N
<z } - —
UOT309II0D BUUSZUY Z Tauueyp arbuy
3
<} —
UOT3IOSIIOD BUUSIUY I Touueys STHUY
UOTJIRUIOTU] ey wwwwwwmo a¥
ejeq asTddog T . , ﬂ
|
I . (224
0OdoA I9pPTAT(
Aousnboaxg
(ZX)
umwwwm ISTTATITON fad A
Aousnboxg




21

BIBLIOGRAPHY
Rooks and Articles
Bunce, R. "Receiver Exciter Subsystem", Proceedings of the

Apollo Unified S-Band Technical Conference--NASA SP 87,
July 14, 1965.

Downing, J.J. Modulation Systems and Noise. Englewood Cliffs,
N.J.: Prentice-Hall, Inc., (1964).

Easterling, M., and R. Goldstein. "The Interplanetary Medium
and S-Band Telecommunications" Jet Propulsion Laboratory
Technical Report No. 32-825, September 1, 1965.

Filipowsky, R.E., and E.I. Muehldorf. Space Communications
Systems, Englewood Cliffs, N.J.: Prentice-Hall, Inc.,
(1965).

Gardner, R.M., and S. Kent. Theory of Phaselock Techniques
(to be published).

Golomb, B. et. al. Digital Communications. Englewood Cliffs,
N.J.: Prentice~Hall, Inc., (1964).

Grimm, H.H. "Fundamental Limitations of External Noise,"
IRE Transactions gg!Instrumentation. December 1959,
pp. 97-103.

Hancock, J.C., and J.A. Wintz. Signal Detection Theory.
New York: McGraw-Hill Book Company, (1966).

Oliver, B.M, "Thermal and Quantum Noise", Proc. of the
I.E.E.E., May 1965, pp. 436-454,

Painter, J.H. and G. Hondros. Unified S-Band Telecom-
munication Techniques for Apollo, Volume TI. National
Aeronautics and Space Administration, Manned Space-
craft Center, Houston, Texas, 1965.

Springett, J.C. "Telemetry and Command Techniques for
Planetary Spacecraft" Advances in Communications
Systems, Volume I, New York: The Academic Press, 1965.

Tabor, W.L., and J.T. Sibilia. "Masers for the.Telstar.
Satellite Communications Experiment”, Bell Syst. Tech.
Journal, Volume 142, July 1963, pp. 1863-1866.




22

Viktor, W.K., R, Titsworth and E. Rechtin. "Telecommun-
ication Aspects of a Manned Mars Mission" Jet Propul-

sion Laboratory Technical Report No. 32-501, August
20, 1963,

Watson, G.N. Theory of Bessel Functicns. New York: The
MacMillan Company, (1944),

Wozencraft, J.M. and I.W. Jacobs. Principles of Communication
Engineering. New York: John Wiley and Sons, Inc.,
(1965) .

Reports

"GFE Command and Service Module Manned Space Flight Network
Signal Performance and Interface Specification, Block II"
North American Aviation Inc., Document No. SID 64-1613,
February 22, 1965.

"Manned Mars and/or Venus Flyby Vehicle Systems Study". North
American Aviation Inc., Document No. SID 65-761-3A,
July, 1965,

"S-Band Circuit Margin Interface Control Document, Block II".

North American Aviation Inc., Document No. MH01-13001-414,
July 30, 1965.




